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## Example (strongly regular)

applast(L, X, Last) : - append(L, [X], LX), last(Last, LX).
last(X, [X]).
last(X, $[\mathrm{H} \mid \mathrm{T}])$ : $-\operatorname{last}(\mathrm{X}, \mathrm{T})$.
append([], L, L).
$\operatorname{append}([\mathrm{H} \mid \mathrm{L} 1], \mathrm{L} 2,[\mathrm{H} \mid \mathrm{L} 3]):-\operatorname{append}(\mathrm{L} 1, \mathrm{~L} 2, \mathrm{~L} 3)$.

- 3 SCCs: $\{$ applast $/ 3\}$, \{append/3\} and $\{1$ last/2\}
- no clause violates the strongly regular condition
- 2 SCCs: $\{f l i p f l i p / 2\}$ and $\{f l i p / 2\}$
- the second clause of $f l i p / 2$ violates the strongly regular condition
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last(X, [X]).
last(X, $[\mathrm{H} \mid \mathrm{T}])$ : $-\operatorname{last}(\mathrm{X}, \mathrm{T})$.
append([], L, L).
append([H|L1], L2, [H|L3]) : -append(L1, L2, L3).

- 3 SCCs: $\{$ applast $/ 3\},\{$ append $/ 3\}$ and $\{$ last $/ 2\}$
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## Example (not strongly regular)

```
flipflip(XT, YT) : -flip(XT, TT), flip(TT, YT).
flip(leaf(X), leaf(X)).
flip(tree(L, I, R), tree(FR, I, FL)) : -flip(L, FL), flip(R, FR).
```

- 2 SCCs: $\{f l i p f l i p / 2\}$ and $\{f l i p / 2\}$
- the second clause of flip/ 2 violates the strongly regular condition
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Given a query $q s$, we have that $q s_{1}, \ldots, q s_{n}$ is a regular splitting if

- $q s=q s_{1}, \ldots, q s_{n}$
- every $q s_{i}$ contains at most one non-regular predicate

For instance, the regular splitting of
flip(L, FL), flip(R,FR)
is

$$
\begin{aligned}
q s_{1} & =f \operatorname{lip}(L, F L) \\
q s_{2} & =f \operatorname{lip}(\mathrm{R}, \mathrm{FR})
\end{aligned}
$$

since flip/2 is non-regular
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## Post-processing

- For $\langle q s, \mid s, g s\rangle \stackrel{\mu}{\Rightarrow}{ }_{\sigma}\left\langle q s^{\prime}, \mid s^{\prime}, g s^{\prime}\right\rangle$
we produce $\operatorname{ren}(q s) \sigma \leftarrow r e n\left(q s^{\prime}\right)$
- For $\langle q s, \mid s, g s\rangle \stackrel{s}{\Rightarrow}\left\langle\left\langle\left\{q s_{1}, \ldots, q s_{n}\right\},-\right\rangle\right\rangle$, with $s \in\{i, r\}$ we produce $\operatorname{ren}(a s) \leftarrow \operatorname{ren}\left(a s_{1}\right) \ldots . \operatorname{ren}\left(a s_{n}\right)$
- For every global transition $\left\langle\left\langle\left\{q s_{1}\right.\right.\right.$, we produce a residual clause of the form ren $\left(q s_{i}\right) \leftarrow q s_{i}$


## Post-processing

- For $\langle q s, \mid s, g s\rangle \stackrel{\mu}{\Rightarrow}{ }_{\sigma}\left\langle q s^{\prime}, \mid s^{\prime}, g s^{\prime}\right\rangle$
we produce $r e n(q s) \sigma \leftarrow r e n\left(q s^{\prime}\right)$
- For $\langle q s, \mid s, g s\rangle \stackrel{s}{\Rightarrow}\left\langle\left\langle\left\{q s_{1}, \ldots, q s_{n}\right\},-\right\rangle\right\rangle$, with $s \in\{i, r\}$ we produce $\operatorname{ren}(q s) \leftarrow \operatorname{ren}\left(q s_{1}\right), \ldots, \operatorname{ren}\left(q s_{n}\right)$
- For every global transition $\left\langle\left\langle\left\{q s_{1}\right.\right.\right.$, we produce a residual clause of the form $\operatorname{ren}\left(q s_{i}\right) \longleftarrow q s_{i}$


## Post-processing

- For $\langle q s, \mid s, g s\rangle \stackrel{\mu}{\Rightarrow}{ }_{\sigma}\left\langle q s^{\prime}, \mid s^{\prime}, g s^{\prime}\right\rangle$
we produce $\operatorname{ren}(q s) \sigma \leftarrow \operatorname{ren}\left(q s^{\prime}\right)$
- For $\langle q s, \mid s, g s\rangle \stackrel{s}{\Rightarrow}\left\langle\left\langle\left\{q s_{1}, \ldots, q s_{n}\right\},-\right\rangle\right\rangle$, with $s \in\{i, r\}$ we produce $\operatorname{ren}(q s) \leftarrow \operatorname{ren}\left(q s_{1}\right), \ldots, \operatorname{ren}\left(q s_{n}\right)$
- For every global transition $\left\langle\left\langle\left\{q s_{1}, \ldots, q s_{n}\right\},-\right\rangle\right\rangle \rightarrow q s_{i}\langle\langle \rangle\rangle$ we produce a residual clause of the form $\operatorname{ren}\left(q s_{i}\right) \leftarrow q s_{i}$


## Experimental results

A prototype has been implemented ( $\approx 1000$ lines, SWI Prolog) (left-termination and SRP analysis still missing)
http ://kaz.dsic.upv.es/lite.html


| benchmark | regexp.r2 | regexp.r3 | relative | rev_acc_type | rotateprune | transpose |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| original | 28 | 41 | 9 | 35 | 32 | 58 |
| residual | 8 | 12 | 3 | 34 | 45 | 0 |

## Experimental results

A prototype has been implemented ( $\approx 1000$ lines, SWI Prolog) (left-termination and SRP analysis still missing)
http ://kaz.dsic.upv.es/lite.html

| benchmark | advisor | applast | depth | doubleapp | ex_depth | flip | matchapp | regexp.r1 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| original | 4 | 58 | 24 | 50 | 24 | 34 | 374 | 73 |
| residual | 0 | 29 | 1 | 34 | 15 | 47 | 23 | 10 |


| benchmark | regexp.r2 | regexp.r3 | relative | rev_acc_type | rotateprune | transpose |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| original | 28 | 41 | 96 | 35 | 32 | 58 |
| residual | 8 | 12 | 3 | 34 | 45 | 0 |

## Summary and future work

New hybrid framework for CPD (correctness not difficult)
Well suited to preserve run time information (groundness and sharing)
Good candidate to develop a paralelizing partial evaluator
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- deal with built-in's and negation
- add (run time) variable sharing information
- produce paralel conjunctions in residual programs
(preliminary experiments with concurrent/3 are promising)
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New hybrid framework for CPD (correctness not difficult)
Well suited to preserve run time information (groundness and sharing)
Good candidate to develop a paralelizing partial evaluator

## Future work

- deal with built-in's and negation
- add (run time) variable sharing information
- produce paralel conjunctions in residual programs (preliminary experiments with concurrent/3 are promising)

